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Abstract. The dissolution of semi-volatile inorganic gaseshsas ammonia and nitric acid into the aerosoldigunase has
an important influence on the composition, hygrpscproperties and size distribution of atmosphaeimsol particles. The
representation of dissolution in global modelshallenging due to inherent issues of numericalityaend computational
expense. For this reason, simplified approachesftea taken, with many models treating dissoluti@nan equilibrium
process. In this paper we describe the new dissnlgolver HyDiS-1.0 that was developped for thabgl size-resolved
simulation of aerosol inorganic composition. Théveo applies a hybrid approach, which allows soragtiple size
increments to establish instantaneous gas-pag@dibrium while others are treated time depenlggior dynamically).
Numerical accuracy at a competitive computatioxpkease is achieved by using several tailored nuwakformalisms and
decision criteria, such as for the time- and siggethdent choice between the equilibrium and dynapypcoaches. The new
hybrid solver is shown to be in good to excellegteement with a fully dynamic solver and to havenetical stability
across a wide range of numerical stiffness comtiencountered within the atmosphere. We presesitrésults of the
solver’s implementation into a global aerosol mdrgsics and chemistry transport model. We find thathe new solver
predicts surface concentrations of nitrate and amiuamo in reasonable agreement with observations Bueope, the US
and East Asia; (2) models that assume gas-padigldibrium will not capture the partitioning oftnc acid and ammonia
into Aitken mode sized particles, and thus may Isimg an important pathway whereby secondary @astimay grow to
radiation and cloud-interacting size; and (3) teetybrid solver’s computational expense is moagsiround 10% of total

computation time in these simulations.
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1 Introduction

The inorganic composition of atmospheric aerosdiiglas is continuously subject to exchange with glas phase. Whereas
H,SO, condenses irreversibly under tropospheric coniticemi-volatile species such afOHHNG;, HCl and NH may
re-evaporate from the aerosol phase depending ertetnperature and chemical composition of the gthm®. NH
combines with water in the aerosol liquid phasgite NH,OH, which along with HN@and HCI tends to dissociate in the
aerosol liquid phase, with water taking the roleadfolvent. This combination of condensation andigdadissociation is
usually referred to as gas-particle conversionissalution.

The dissolution of semi-volatile gases into theoaer phase has an ambiguous effect on aerosolcigadize. The
dissolution of NH within acidic HSO, particles decreases their hygroscopicity, resglima decrease in water content and
particle size, while chemical interaction betweatissolving acid and a dissolving base, such agaid HNQ, may result
in a substantial increase in particle size duéédonsiderable amount of dissolved mass. Varigtiorparticle size and
hygroscopicity affect aerosol-radiation and aero$old interactions, with influences on climate gesses such as
atmospheric circulation and the water cycle. Beedlne chemical composition of particles varies wiglly with size, the
effects of these semi-volatile gases are non-umifacross the particle size distribution. Dissolutaffects atmospheric
chemistry via its influence on atmospheric compasiand also impacts aerosol heterogeneous chgmistithe aerosol
surface and the pH of the aerosol liquid phaseallinthe dissolution-mediated modification of therosol radiative
properties will also affect the photolysis reactionithin the atmosphere.The potential of dissolireatganic species,
especially NH and HNQ, to act upon these climatologically relevant fagtis high, as they are a major constituent of the
atmospheric aerosol, especially in polluted areas Adams et al., 1999, Feng and Penner, 2007zddetind Lelieveld,
2007, Pringle et al., 2010, Morgan et al., 2010).

The global simulation of the aerosol inorganic cistm is computationally expensive due to the canjpy of the process
and the numerical stiffness property of the relatiffdrential equations. The so-far adopted apgreaanay be divided into
equilibrium approaches (e.g. EQUISOLV, Jacobsoralet 1996, Jacobson, 1999b; ISORROPIA, Nenes at1808,
Fountoukis and Nenes, 2007; EQSAM, Metzger et2dl02a, Metzger and Lelieveld, 2007) and selectidglyamic so-
called hybrid approaches (HDYN, Capaldo et al., @QAOSAIC, Zaveri et al., 2008). The motivation fequilibrium
approaches is that the stiffness of the systemsléachumerical instability that may involve protibse computational
expense when integrated in time. Hybrid approaceek to reduce the computational expense by asguihat only a
fraction of the aerosol size distribution is in #dpium with the gas phase. This fraction is usythe smaller end of the
distribution, which would require the shortest grigtion time step if treated kinetically. The reniag fraction of the
distribution is treated dynamically because thgeéarparticles are not in equilibrium with the gdsage, as shown by
theoretical studies (Wexler and Seinfeld, 1990; ¢land Seinfeld, 1996) and model investigations deatonstrate a much

better agreement with observations (e.g. Hu e280Dg).
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In this study the new hybrid solver of dissoluti@finorganics into the aerosol particle phase Hylz&ion 1.0 is described
in detail. The solver is based on a new formalisat tombines computational efficiency with accurafgesentation of the
dynamical property of the process. Section 2 dessrthe dynamical properties of the simultaneossotlition of several
inorganic compounds and the numerical constralrgse put on the design of an efficient hybrid sol8ection 3 explains
the mechanism of the solver in detail. Section dlates the solver against fully dynamical modeisrin a box model
configuration. Finally Section 5 presents firstules from an implementation of the scheme into& 8aemistry transport
model to demonstrate its computational efficiency.

2 Dynamical properties of dissolution
2.1 Non-linear properties

To understand what turns dissolution into a tedimuserical problem, it is necessary to analysdyitemical properties in
detail. This section analyses these propertiegguia example of HNQand NH dissolving into an aqueous solution of
H,SO,. The concurrent dissolution of a base and an it@ an acidic solution is characterised by a pasiteedback
phenomenon involving the two dissolving speciestidity, the dissolution of HN@ is impeded via the strong acidic
property of HSO,. Conversely, the continuous neutralisation of aidia solution by a dissolving base such as; Ml
eventually prevent the dissolution of further basiatter. However, in the presence of both a digsglacid and base, the
continuous neutralisation by the base may be éftdgtcounterbalanced by the dissolving acid, thiving way to further
dissolution of basic matter. The effective intei@ttbetween the two dissolving chemicals causesemigal stiffness, as
there is one variable, in this case the pH of dieti®n, that is contrarily influenced by the twisgblving species.

The transition from an initially binary solution SO, and HO to a solution in equilibrium with gas phase HN(Dd NH
may be divided into 3 stages (see Fig. 1):

1) Initial neutralisation of the particle. The dality of NH;3 is high, while the particle is too acidic for lar@mounts of
HNO; to dissolve. In an atmosphere with significant ants of HNQ and NH there is a momentary contrast of their
equilibration times because particulate HNénds to be in equilibrium with the atmospherelstiiH; partitions quickly
into the liquid phase in the presence of a largssure gradient.

2) Efficient interaction between HN@nd NH. Both species are dissolving because the pH is digpugh for HN@and
still low enough for NH to dissolve. During this phase particle pH seag&she factor that controls the dissolution of both
species.

3) Asymptotic convergence towards equilibrium. Tieraction of HNQ and NH is reduced as each species is separately
close to equilibrium with the liquid phase.

Dynamically speaking the system is kinetically lied during Stage 1 via the contrast of the partiakéace and atmospheric
pressures of Ni Consequently, during this stage Nblthe driving species, while HN@nay be described as the following

species. In contrast, during Stage 2 the systanamically limited. It is the stage of effectivaa@raction between Nf-as a

3



10

15

20

25

30

Geosci. Model Dev. Discuss., doi:10.5194/gmd-2015-264, 2016
Manuscript under review for journal Geosci. Model Dev.
Published: 17 February 2016

(© Author(s) 2016. CC-BY 3.0 License.

base and HN®as an acid. The pressure contrast between thid kauad the gas phase of both Nkhd HNQ is substantial
enough for the interaction to be fast. Stage 3ss ahemically limited, however both species amselto equilibrium. In
contrast to the preceding, it is the stage of ewtiife interaction between the acidic and the bgsécies, as their effective
dissolution is hampered by the lack of pressurérash As will be seen in the next section, thecggedynamical properties

of each stage also entail specific numerical issues

2.2 Numerical stiffness properties

A chemical system may be said to be numericalfy istits interacting variables show disparate éitppation times, such
that the time step of numerical integration habd@adapted to those variables that drive the syatedrvary quickly (e.g.
Zaveri et al., 2008). Here, we choose to generdhizeconcept of numerical stiffness to the follogvad hocdefinition: A
system of one or more variables is numericallyf stifen its dynamical properties require an intdgratime step that is
small in comparison to the amount of time thatkiguired for its transition to equilibrium.

Following this definition each of the above stagéquilibration of the particle liquid phase withe gas phase may be
associated with a specific form of numerical s&fs, as follows:

1) During Stage 1 the following species’ equililomattime is much shorter than the one of the dgwpecies. This property
points to the usual definition of humerical stifiseexcept that the species with the shorter égailon time is not driving
the system. A time step that is too large causasemutive over- and undershoots for the followipgcges, which may
result in oscillating model results. Furthermonegder some conditions the oscillations may grow ftione step to time step,
and may eventually produce non-physical values.

2) During Stage 2 the system is evolving rapidlyttie presence of moderate vapour pressure gradaeutsefficient
chemical interaction. A scheme of numerical intéigra that catches the interactive nature of thaesysmay still
misrepresent its dynamics when the time step igarapriately large. Figure 1 shows a clear deviatibthe large time step
values from the small time step values during stégje, such that inaccurate model results maytaénelal if the transition
time through this stage is sufficiently large relato the integration time step of the model.

3) The numerical stiffness associated with Stagea$ be described as follows: Each species takewmiduelly shows an
equilibration time that is short relative to thetiem transition period. As explained for Stage Histmay result in an
oscillatory behaviour, with the inherent risk ofmphysical values. As the chemical interaction leefwthe dissolving
species is considerable, the propensity for osihais substantial and more pronounced than wiStage 1, as shown by
Figure 1.

4) Finally, numerical stiffness may arise as fobowuring Stage 3, the system is interacting chaltyicalbeit the liquid
phase is typically close to its equilibrium compiasi. However, effective chemical interaction mégoaset in early on in
connection with low vapour pressure gradients. rEselting situation is thus a hybrid between Staged 3. We found this
form of stiffness to occur in the context of el@thHNQG, and NH concentrations that result in the formation of asniam

nitrate particles. During the formation processmimonium nitrate the fraction of dissolving specesaining within the

4
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gas phase typically becomes very low. Howeverhapresence of size-resolved aerosol particlesatteain disequilibrium
among each other, their equilibration timescalé bécome very long, as the equilibration flux netdgansit through the
bottleneck of low gas phase concentrations, thegltieg in further numerical stiffness. In Figureéhle concentrations of
ammonia and nitric acid are too low for this varief numerical stiffness to occur. The artefacttaoted remind those
associated with the numerical stiffness that mayioduring Phase 2. Whereas the third variety ofienical stiffness may
arise on its own, the fourth variety always traiosi$ slowly to the third one.

3 Solver description

The hybrid dissolution solver treats dissolutiotestvely as a dynamic or static process. Accorlyingoth dynamic and
equilibrium formulations of dissolution were devetol and implemented into an appropriate decisiaméwork. The

dynamic and equilibrium sub-solvers are specifidithiw sections 3.1 and 3.2, respectively, wherbag formal linkage is

detailed within section 3.3. An alternative dynamitheme is presented within section 3.4, whichwallthe bias in

equilibrium solutions in relationship with computatal efficiency considerations to be reduced. Hynasection 3.5

provides an overview on the entire mechanism, tigkhe formalism of the solver to the numericdfrstiss properties of
dissolution.

Notational convention:

In the following subscript letters i,j,k,n,t relagevariable to an aerosol size bin i, a dissohgpgcies j, a non-dissolving
(=passive) species k, at a particular integratiometstep or equilibration iteration number n, atirae t, respectively.

Exceptionally they may be placed as superscripterater to differentiate from various additional iednle attributes.

Exponents occur as numbers only.

3.1 Dynamic dissolution

The flux of dissolving moleculesonto a particle surface elemeaifis (e.g., Pruppacher and Klett, 1997):
on, D
d —L|=v.|—vp|ds,
ot KT

whereD [m?s'] is the Brownian diffusion coefficient in the gasagk corrected for condensation in the dynamic regind

Eq. 1

for sticking efficiencyk [J K] is the Boltzmann constari, [K] is the absolute air temperature, anfPa] is the partial

pressure of the diffusing species.

Assuming pseudo-equilibrium and constant tempeeanithin the volume of air within which diffusiomkes place, one

obtains after integration over particle surface:
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L _ 4o [ Ps ],
ot KT

Eq. 2

wherec [m?] is the aerosol liquid phase number concentratfame dissolving species per unit volume aifm] is the
radius of the aerosol particlel, [m?] is the aerosol particle number concentratién[m?] is the gas phase number

concentration of the dissolving species, pats the vapour pressure of the dissolving spedidiseaparticle surface.
Surface partial pressure may be related to the puedncentration of dissolved molecules via thealted dimensionless
Henry coefficientH’, which for a mono-acid is defined as follows (e, 1999a):
. CKT _ NN,m,
= T2

Ps  7ialH']

H KTH,

Eq. 3

wherem, [kg] is the aerosol water mass per partiblg[mol™] is the Avogadro constaniya [-] is the mean molal activity
coefficient of the dissolving monoadii, [H] is the molal proton concentration in the aerdsplitl phase andl [mol? kg

2 Pa] is the Henry constant of the dissolving mono-agien by:

L _raH A
Ps

Eqg. 4

Similar expressions may be derived for a dissol\iage.

In contrast to the Henry constant, the dimensiankésnry coefficient does not express a physical lt&swalue expresses
the ratio between the partial pressure of the tisdanolecules if they were evaporated and thewacsurface pressure.
These values are unequal due to chemical interaetinong the species that make up the aerosol lighiése, and the
resulting partial dissociation of the dissolvingdaar base. As such the dimensionless Henry coeffids not a constant, but
varies as a function of the pH and the mean agtogefficient. This feature will turn out to be immpant when Eq. 2 is
numerically integrated in time.

Within the framework of a discretised representatbaerosol particle sizes, dissolution of sevepeicies may take place
onto several aerosol size bins simultaneouslynlf @ne species is considered and the chemicatacten of several
species is neglected, then an implicit semi-aradysolution may be derived when the following dérathat results from
the combination of Eqg. 2 and Eq. 3 is considered:
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oc (t c (t
ﬁ = 47Tri,t Di,tNi,t Cia _4) :
H it
Eq. 5
Combining the semi-analytical solution of the pdiog equation (Jacobson, 1999a):
Arr. D, N,
CI,Pr& = H Ii,t Ct+§t + (Ci,t - H 'i,t Ct+&)exr{_%&J
it
Eq. 6
with the mass balance equation:
Cia * Zci o Coot
Eq. 7
yields forC.s (Jacobson, 1999a):
Arr. D, N
Cmt _ Zq’t eXF{— it 'I,t it &]
i H it
Ct+& =
' 4rr DN,
1+ > H' | 1-exg -— L&
i ' H 'i,t
Eg. 8

Although the preceding set of equations is uncomrttly stable, as shown by inspection #tw, g=H'; C andC=C,y

/(1+2H';), such that no unphysical values may occur, it khbe noted that the convergence to a static dmjiuifin between
the aerosol liquid phase and the gas phase is manditionally ensured: the solution given by Eqaid Eq. 8 is
disconnected from the pH of the particle liquid pdaas the dimensionless Henry coefficient is beltstant. In addition,
the simultaneous dissolution of several speciesctHfthe mean activity coefficient, which is alseidhconstant. The

integration time step may thus not be chosen aiilgrotherwise oscillatory behaviour may occur.

The preceding semi-analytical solution is therefmst used under conditions of relatively quickiat@ons of the gas phase
concentrations and a relatively stable pH of thesa liquid phase, as for instance in the presefi@large amount of
sulphuric acid. In the event of a monoacid disswhinto a particle with a highly variable partiglel and a relatively stable

gas phase concentration, the following semi-ara/golution may prove to yield more stable results
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A 2Bl el (2, - 1))
0 ol B, 4 )enpl(, ~ )

Eq. 9
with:
a —
B(gl,gz)zc"t—ﬂ’l’
2’2 _aci,t
k; 72
=0£2’t—HE/j|_’ a=N;NM,, ki,t =4rr, D N;,
A, =-05-ac,, +/-,/025-a0,, +ak C
Ot :[anp‘k,i,t _kaBk,i,tj
K k
Eq. 10

Eq. 9 is a semi-analytical solution to the gendifferential equatiorix/dt=-axX-bx+c resulting from the combination of Eq.

2, Eg. 4 and the ion balance equation given by:
Hi+,t =G, + Z nkAk,i,t - ka Bk,i,t ,
K k

Eq. 11

wherec; denotes the dissolving monoacid, ald[m®] and B, [m™] are non-dissolving (as indicated by the choice of

subscripk) anionsA™ and cation8™" in the aerosol liquid phase.

Note that as an approximation the dissolving moitbidcassumed to dissociate entirely. The liquidg#hof the atmospheric
aerosol contains in general a variable fractiosutphuric acid whose degree of dissociation shbeldaken into account
when calculating particle pH. Within the precediaguation OHis presumed to be negligible relative td. Hhis
assumption is an underlying simplification withiretframework of the hybrid solver described in fraper. A model B0

is thus to be associated with an actually neutrsd 7 In this context Eq. 6 may yield a negativeamntration of H, both

via an evaporating acid and a condensing basdeagatiation of the pH is not taken into accourthim the normalised
Henry coefficientH’. In this context, which adds to the numericalfrstifs property's requirements, the choice of an

appropriate time steft is all the more essential.

Both the choice between Eg. 6 and Eg. 9, and tb&elhof an appropriate time step require an apjtpcriterion that
stands for a representative variation of the gaksligmid phase compositions and/or the typical amia@ifi time to reach that

variation. In the framework of these equations, awhneglect chemical interactions among severaliepatissolving

8
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concurrently, the characteristic variation or tiseale of the aerosol liquid phase is inherentlcigigeto each dissolving
species. Consequently, the time step that wilmdtely be chosen must not exceed the one thataisacteristic of the
species that for some specific reason is chosgéheamost relevant one. The specific upper time Biep to be used in
conjunction with the above equations should theeefolfil the following condition:

jit
X =Ky ti, Kk <1,

Eq. 12

ks being the numerical time step criterion for dissolu in the dynamic mode. In this study we choegel.0. The
characteristic equilibration timg of the aerosol particles contained in size incremevith respect to a dissolving and
supposedly non-interacting spedesay be related to an approximate equilibrium cositfum, solving:

i,j.t

(47 oo e A

eq

By
. o HKT i |
ot = o, :ﬂi’tw’ A= NN
it HA

Eq. 13

whereo is the molal proton concentration in the aerasplitl phase as given by the non-dissolving spe&igs13 gives the
equilibrium proton concentration in the aerosouidjphase following dissolution of the monoa¢idy. Note thato, is

conserved, as the particle water mass, the measityacbefficient of the dissolving species and thegree of dissociation of
sulphuric acid that is required for the estimatiba, are supposed to remain constant as an approximdtiee preceding
equation is obtained when Eq. 4 and Eq. 11 aretat@éto the aerosol size increment relevant masservation equation

of the dissolving species:

ij,t_
ijt+c|'j't.

ot
Eq. 14

The approximate equilibrium concentraticbqj't may then be obtained using Eq. 11.

Considering Eq. 5, the amount of time to reach #ggaiilibrium naturally exceeds:
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ijt
ijt_ 1 Ceq Y

*  4rr N,D,,

it

Gt
ma C“’H;Y

it

Eqg. 15

As indicated by Eq. 6, the equilibration time isetenined by an asymptotic variation of the amodmissolved molecules:
when the solution is getting closer to equilibriutme pressure gradient, which acts as driving falseinishes by the same
amount. It is our purpose to assess for each iddali species a characteristic time interval thaemesentative of the
kinetic constraints to dissolution. This time inarclearly cannot be infinite. We have seen altha¢ Stages 2 and 3 of the
particle liquid phase equilibration correspond tpeaiod of effective or ineffective chemical intetian that is driving the
evolution of the pressure gradient. The individspécies’ kinetically limited equilibration time ikustrated by the time
interval of Stage 1. Its order of magnitude is galig not obtained as a function of the pressusslgant, which may reflect
the chemical interaction during Stage 2 or 3, latther by thegotential of the gas phase or the liquid phase to generate a
condensation or evaporation mass flux, as expressie above equation.

Eq. 15 defines a characteristic time interval timaty serve as maximum integration time step to gmeuwhic dissolution
solver. It reflects the physical nature of its prsg and has the additional advantage of being cartipuoially inexpensive.
Among several size increments, the smallest vaksds to be chosen in order to avoid numerical liigiadue to
competition among the size bins. Equilibrationvsrgually driven by chemical interaction during@da 2 and 3, but this
phenomenon cannot set in within a time interval ithamaller than the one required for individysé¢aes equilibration. For
this reason it is possible to choose the maximulhaevamong the dissolving species within one sizeeiment, and the

overall integration time step reads:
& =min (max, (1)), &, <At,

Eq. 16

wheresdt, is the internal numerical integration time stepsdn by the dynamic solver, antis the relevant external time
step of the model the dissolution solver is embdddto.

The related approximate equilibrium concentratﬁi\g}'lt and surface pressure}?rgje’z1 may serve to distinguish between gas

and liquid phase driven dissolution. Dissolutiom$sumed to be liquid phase driven when the relatviation of the gas
phase concentration is less than 1% of the relativiation or the surface pressure:

10
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it it LIt it
Cl-C_ . |Pska P

S,eq
j.t gl ij.t
C S

, Kyt =001,

Eq. 17

kg, being the distinction criterion between gas anditi phase driven dissolution in the dynamic mode.

When found to be liquid phase driven the semi-giwalyscheme given by Eq. 9 and Eq. 10 for a disglmono-acid is
preferred over Eq. 6 and Eq. 8. The more numeyicgtthble earlier solution is only preferred wherthivi one time
increment the species-specific variability of peeipH is substantially higher than the correspogdiariability of the gas
phase. The liquid phase driven solution shouldvamédad whenever possible, as it is computationaldye expensive and

does not provide a semi-analytical framework ttzabants for the interdependence of the aerosolisazements.

Dynamic dissolution as given by Eq. 5 requiresdimensionless Henry coefficient (Eqg. 3), which deggon particle pH
and the mean activity coefficient of the dissolvspecies. The time dependence of the activity icoefit is relatively low
but the pH may span several orders of magnitudeinigne time increment. The high variability of fiele pH reflects the
numerical stiffness properties that are typicalcohcurrent dissolution of chemically interactingesips (see above).
According to Eg. 16, the time step is chosen sindt it should be shorter than the typical time rivae of chemical
interaction. However, in a global model, transparay perturb species concentrations in such a watp agpset the
equilibration tendencies of chemically interactiggecies. Under this circumstance the liquid phasg be rendered
completely out of balance. The use of the approteéraaalytical equilibrium pH as given by the root&q. 13 proved to be
an efficient fix to this transport-added numeriicedtability issue. Instability occurs whenever tiggiid phase tends to lose
more protons within one time increment than it atijucontains. This tendency may be easily chediedomparing the
chemically driven change in protons by a dissolviiage or an evaporating acid (Eq. 13) with the arhaod protons
available. The dynamic dissolution solver takesmaplicit approach towards particle pH, via the wée¢he approximate

equilibrium pH, rather than an explicit approactmew the proton demand exceeds half of the numhamotdns present:
it it it _
(CH‘eq—CH )>—’pr Cy, Koy =05,
Eq. 18
Kkpn being the distinction criterion between implicitdaexplicit particle pH for dynamic dissolution.

Within this section we have given semi-analyticallions to dynamic gas phase and liquid phaseditndlissolution and
defined a criterion that allows these regimes tdibgnguished. Furthermore we have derived a chtariatic equilibration

time that may be used to determine an appropnigégyiation time step. It is based on the obsemaétiat single species
equilibration time is strictly shorter than equilition resulting from chemical interaction amongesal species. The overall

integration step is derived as the smallest sizeip value, chosen within the ensemble of thgéat species-specific value

11
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within each size increment. Finally we have defiredriterion to distinguish between the use of th@mentary and
estimated equilibrium pH with the gas phase driselutions to dynamic dissolution. With these cideand characterisitc
time interval, it is ensured that dynamic solvepa$es a time step that is as large as possible whinerical stability
remains ensured. Still, under particular circumstarthe numerical stiffness is such that the titee s,equirements would
constrict computational efficiency. For this reasba dynamic solver can only develop its full pdiginin association with
an efficient equilibrium solver.

3.2 Equilibrium dissolution

This section describes a new numerical formalismtfie@ equilibration of the aerosol particle composi with the gas

phase. The underlying principle of the solver isise semi-analytical solutions that take into anttle interactive nature
of the problem as much as possible. The solverckesinad hocproperties. The number of dissolving species #nat

linked through chemical interaction cannot excdeed. The number of particle size increments shaoldexceed the
typical framework of a modal representation of #®eosol size distribution, that is 3-4 size incretaeThese properties
come as a limit to its flexibility, however, theglp optimize the accuracy and the computationakegp of the scheme
considerably.

In analogy to the dynamic solver, distinction isdaaetween a regime of gas phase-limited equildwatnd a regime
limited by chemical interaction. In terms of theugidprium solver, gas phase-limited equilibraticoriesponds to an initial
stage of approximate equilibration with large vaoias to the dissolving species in both phases.fditmealism allows for a
succession of quick iterations delivering an appnate solution. Chemically limited interaction iartdled during a second
stage. It is both formally and numerically more pbex, and therefore computationally more expenshvee equilibrium

solver is thus divided into two independent sulvad that are linked by appropriate decision deter

3.2.1 Gas phase driven equilibration

The gas phase driven equilibration sub-solver asegiational method. For each dissolving spegiagicle size increments
are treated conjointly. Chemical interaction, watamtent, sulphuric acid dissociation and actidgfficients are taken into
account via simple iterations. The resolving equatior single species dissolution into one aeraid increment is
quadratic in [H] (see Eqg. 13). Due to this quadratic dependehegetis no analytical solution for multiple sizeriements,

so the quadratic dependence has to be approximittee partial linearisation, as follows.

The ion and mass balance equations, and Henry'sdad/variationally, for a dissolving acid:
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&:j,n =_Z5Ci,j,n
&i,j,n :&L’n
(Ci j,n-1 + &i j nXC:-inil + é‘C:-|n) yliAi *
Hj=— - v 6= INEIVE
ri,j(Cj,n—l+&:j,n) KTNZN"M

Eq. 19

The previous expressions for the Henry's law anal ith balance may be combined using the followimgdrisation

assumption:
i,n-1 2 ~ i,n-1 i,j,n
(Cl,iynfl+CH )'ébl,j,n + 5Q,j,n ~ 5(;I,j,ﬂ '(C|,j,n—1+CH +5C|nv )v

Eq. 20

yielding:

i,n-1
s = eri,j + eri,jCj,n—l C|,j,n—lCH
i,j.n i,n-1 i,i.n j.n in-1 ijon in-1 ijon’
C;l,j,n—:L_'_CH + \ c%,j,n—l-i_CH +5C|nv C|,j,r1—l+CH +§C’|nv

Eq. 21

wheredci,, is the invariant variation of the dissolving sgecin the liquid phase following its equilibratiaith a constant
gas phase.

Consistently,éci,, may be assessed solving the square equationingséddom Eq. 19 foroCj;=0. Eq. 21 may then be
inserted into the mass balance expression of Etpalfing to a solution of the typ€;; 2(1+a;)=2b;.

For a dissolving base an equivalent expressionqto2i is reached by analogy to Eq. 19. Howevere hige non-linear
relationship between the gas and the liquid phasqulibrium does not arise via the second demb&ionshipﬁCJ:f(écjz)
but rather fromoCi=f(1/6c). Under this circumstance linearisation is obtainguen the variation of the gas phase

counterpart in the denominator of the following gsion is neglected:

PO Y= Hit (ijn—l +6Cj,n)ciﬁn_l
i 1+Hr,(C,.. +C,,)

1l

j,n-1

Eq. 22

with:
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H = _ Ci.ivn—_l+5civivn ro= Ko 78
! I '(C:-in_l +5C:—inxci,n—l +a:j.n), " kTyH

i

Eq. 23

Via the combination of Eq. 22 with the mass balagmpgation (see Eq. 19) the variation of the gas@ldae to a dissolving
base may then be obtained in similar fashion.

The variational approximations developed in thitisa resemble analytic solutions to the equililiabf a non-chemically
interactive species dissolving into a size-resobesol. Due to their approximate character thethods require iteration
for each dissolving species notwithstanding thatytlassume certain variables to be constant andeeteghemical

interaction among the dissolving species.

3.2.2 Chemically driven equilibration

Gas phase-limited dissolution is driven by theipapressure gradient between the particle suidackthe gas phase, and is
relatively independent of the non-linearities dueltemical interaction among several dissolvingigse The application of
a computationally efficient variational solver thatbased on iterations proves to be advantagewder uhis circumstance.
The same does not apply to chemically limited diggm for which numerical instability may easilgaur via the pH, and
the number of iterations required may turn outdovéry elevated due to numerical stiffness. Anedytsolutions (Nenes et
al., 1998) offer the advantage of being uncondglilgnstable and computationally inexpensive. In tuatext of the
concurrent dissolution of several species intoza sliscretized aerosol they nevertheless have aledsawbacks. (1) For
two or three dissolving species the equilibratibthe aerosol liquid phase requires the analySc#ition of an equation of
the third and the fourth degree, respectively fmdew). The high degree of precision that is netagssl by equations of
such an elevated degree may not be readily obtd@metumerically stiff systems. (2) In the presenta non-linear system,
a comprehensive analytical solution may not beiobth (see above), entailing the need for iteratreatment, if the
equilibrium composition is to be determined withigh degree of confidence. (3) It is not possiblsdlve analytically for
chemically interacting species withinseveral adr@sre increments (see previous section), whichsaddthe need for
iterative treatment.

In the following, the derivation of the resolvinguation of equilibrium pH is described for the exdenof several acidic
species. Similar equations may be derived for amyhination of dissolving bases and acids. Actieigfficients, particle
liquid water content and the degree of dissociatibsulphuric acid are treated as constants (ferdiasolving species, the
dissociation of sulphuric acid is taken into acdoanalytically, however, see below). The varialdes therefore the gas
phase and liquid phase concentrations of the disgpkpecies within one size bin and the parti¢lensthin that bin. We
are thus dealing with a system2ii+1 equationsn being the number of dissolving species. The gomgrequations are

equivalents of Eq. 19, these read generically:
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R

J

@ Y=Y Y D Vi

ki
(3) X =Zyi,j +Zai,k
j k

Eq. 24

wherea stands for a certain number of non-dissolvingda@pecies contained in the particle liquid phash s sulphate,
bisulphate, and passive cations resulting fromsa#iadissociation. Eq. 24(1) stand for the Henlais (c.f. Eqg. 4), equations
(2) for the mass balances (c.f. Eq. 7) and (3jHerion balance (c.f. Eq. 11).

The resolving equation for particle equilibrium péobtained when Eq. 24(1) are solved Yprand then inserted into
Equations (2). These in turn are then solvedifowhich are then inserted into the ion balance egquaO©ne obtains then a
polynomial forx; (=H") whose degree is equivalent to the number of blisgpspecies plus on@£n+1). When the above
system is solved for any &f or y;; without solving forx; before, the resolving equation is of degilea+2. This stresses the
primordial importance of particle pH for chemicaudibration as it acts as a linkage among the somntly dissolving
species. It is possible to include sulphuric adgbatiation in the above system (with constantvigtcoefficients only).
Under that circumstance the degree of the resokination for; is d=n+2. In order to limit computational expense and to
limit the degree of the resolving equation to fddk5) in the presence of three dissolving species, hsulp acid
dissociation was not included in the analyticaliopium solver described here, except when theesokquilibrates for only
one dissolving species.

3.2.3 Equilibrium solver implementation

The implementation of the preceding formalismshafraically and gas phase driven equilibration intmdied equilibrium
solver requires an effective criterion of distictibetween these two regimes. The variational fosmaallows for quick
equilibration within the size-discretized aerostdhen equilibrium is almost reached in terms of ithdividual species’
pressure gradient, the system becomes driven lgichkinteraction, and the efficiency of the forised decreases rapidly.

For this reason an appropriate distinction critetietween chemical and gas phase driven equilior adi

c. -C

i j.n j,n-1
Kc,g = .
j,n-1

Eq. 25
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The minimum value for gas phase driven equilibratbosen in this study is =0.1. When equilibration is initiated in the

gas phase driven mode,, decreases with each iteration. Once the thresBaldached, equilibration is switched to the

chemically driven mode, upon whiehyincreases again as chemical interaction will giggigher exchange fluxes. In order

to avoid oscillations between the chemical andgas phase mode, a switch back from chemically topfease driven
5 equilibration is formally excluded.

The equilibrium solver follows an iterative schenBath the gas phase driven and the chemically drisguilibration
mechanism do not account for the variability of thetivity coefficients, the particle water conteand, in most
circumstances, the degree of dissociation of sulplacid. Within the chemical sub-solver, equilitioa for these variables
is carried out on amternal level of iterations. The maximum number of intdriterations was set to 5, as a number that
10 reconciles the need for numerical stability andlitmétation of computational expense. The chemicdtiven scheme solves
equilibrium for all dissolving species within onarficle size increment. For this reasoneaternallevel of iterations is
required that accounts for equilibrations amongsike increments. Its maximum number was set tovB;h was found to
be sufficient under the numerically stiff conditgothat are typical to chemically driven dissolutibm general there is an
inclination for the smaller particle size increngtd have a lower condensation sink than the lamges. For this reason, the
15 larger size increments eventually tend to act axqss drivers although their equilibration requiresre time. The
chemically driven equilibrium scheme iterates cousatly in the reverse size order. The gas phdserndscheme solves
for all aerosol size increments simultaneously.itéghchemical interaction as reflected in the Jaitiy of certain variables
like the activity coefficients and the water coritaray be jointly tackled within a common iteratiewel. The iteration level
of the gas phase driven scheme is therefore fogrithdhtical to the external level of chemicallywdm equilibration, and the

20 associated total number of iterations is also Bohito 20.

Chemically driven equilibration at the internalragon level is dominated by the variation of phor Rhis reason a
representative criterion of convergence at thisllé

i,n i,n-1
i et -y
Kconv,int - in-1

Ch

Eq. 26

25 A sufficient degree of equilibration is assumedéaeached at the internal level wheg, in<0.1. At the external level the

degree of convergence is estimated with the foligwgriterion:

C C

i _ i,j,n " “i,jn-1

K =
convext
C

ijn-1

Eq. 27
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In this study convergence is assumed to be reauoknsh ma><7cic‘gnvext)< 107, Under the circumstance of several

competitive aerosol size increments and pronounkedhical interaction, the quantity of dissolvablatter in the gas phase
may become very limited (see above). The resultimgperical stiffness sharply increases the amouekignal iterations
necessary for equilibration under the chemicallyadr scheme. A criterion to diagnose this numelycstiff equilibration

situation is:

i n—l_ i n
max{x maxx.

convext onv,ext

K conystifft

1]
maX(K conv,ext)

Eq. 28

When xeonv stitt IS found to be inferior to 0.1, then convergeno®ag size increments is assumed to be inhibitesldwy

transition of the dissolving species through the pfaase and the external convergence criterio®Eig increased to 70

An increase of the convergence criterion reducespitecision of the equilibrium solver, and in cansence appears to
affect the accuracy of the hybrid solver as a whBlgnamically speaking, it turns out that this neest be the case.
Knowing that this type of numerical stiffness cométh a sharp elongation of the transition perioeduilibrium, some of
the size increments that the solver attempts tdlibate will not reach equilibrium within the owat time step of the
model. This circumstance will be taken into accows their composition will be corrected separasalgording to the

concept of pseudo-transition, which is describethanfollowing section.

3.3 Hybrid solver implementation

The formal combination of the dynamic and equilibni solvers requires the definition of an approgridécision criterion
for distinction between these two regimes. The c&dn of computation time is the compelling reagamthe preference of
a hybrid formalism over a fully dynamic one, whialould obviously be the more accurate one. Accordngq. 16, the
time step of the dynamic solver tends to be muchentimited by individual size increments, among eththe smallest
value is chosen, than by the individual speciggiims of their characteristic equilibration timeisltherefore advantageous
to assume a maximum number of size increments fa leguilibrium. Among the size increments consédienot to be
equilibrium, some species may still be set to éguilm. Although this latter choice would not alldar an increase of the
time step of dynamic dissolution, as the maximumrahteristic time interval is chosen for each gizeement, it would still

have a positive influence on numerical stabiliti fargets the most numerically stiff species.

The characteristic time interval for dynamic dissian is tailored to the numerical stability reqritents of the dynamic
dissolution solver. It differs from the actual dipration time, as it does not take into accoungrafcal interaction, and
appears to be quite specific, as it does not cendite actual partial pressure gradient. It willwnloe argued why the
decision criterion between the equilibrium and thymamic regime may follow a similar approach. Fitsie pressure

gradient is only a momentary snapshot of the saturatate the particle is in. Chemical interactiaually determines the
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equilibration time in many if not most cases. Ty, during most of the process of equilibratiosteong gradient will be
conserved in time. The gradient will only becomealien once the solution is close to equilibriumc@ed, pronounced
chemical interaction requires small time stepstduts related numerical stiffness. It should tli@re be avoided as much as
possible, and the corresponding size incrementsi@gt@ put to equilibrium. Their composition wouldve to be corrected

by other means in order to ensure that the safvas iaccurate as possible.
The ideal criterion of choice between the dynamid the equilibrium solver should therefore:

1) Determine the size increments that are cleargguilibrium due to their actual equilibration grbeing much shorter than

the overall time increment of the model.
2) Determine the dissolving species that are gfearéquilibrium among the remaining size incrensent

3) ldentify circumstances of pronounced chemicakriaction whose dynamical treatment would entabhphitive
computational expense.

The distinction criterion may therefore be statedaiows:
i _ i
Kioq =a- 1",
Eq. 29

wherea is anad hocproportionality constant. Then, a sufficient cdiah for the particle in size binto be in equilibrium
with respect to the specigsvould be:

i
Kieq <AL,

Eq. 30

where4t is the overall time step of the model the dissofusolver is imbedded into. The proportionalitgtfar a within Eq.
29 basically stands for the amount of chemicalramton that is chosen to be treated dynamicatigsidlering a balance
between the computational efficiency and accuraquirements of the solver. In this stuas2.0, such that the number of

time steps is limited to two at this point. The @bete formalism of the solver will further complteahis picture.

A complementary choice criterion between the dymaamd equilibrium solver is introduced as followghen an aerosol
size increment is put into the equilibrium mods,iitfluence on the mass balance of the dissolviegiss is disconnected
from the ones kept in the dynamic mode. Due tortf@imal separation a choice must be made on therdn which
dynamic and equilibrium dissolution are calculatiedthis study the dynamic solver is carried owstfion grounds of the
tendency that the corresponding size incrments trevéarger condensation sink. Furthermore, frodyrsamical point of
view, it is plausible that faster reacting particklapt to slower ones rather than the other waynak In consequence, the

influence of the equilibrium size increments on m@ss balance should be kept as low as possibigyers by:
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i eq hJ‘
meq

tot

Eqg. 31

wherexneqis the distinction criterion between the dynarmd &quilibrium mode by reason of mass balance dernsiions.

In this study mass balance conditions are suppmskd fulfilled whervme<0.1.

A size increment is put into equilibrium mode whefulfils both the mass balance and the equiliimratime criteria with
respect to all the dissolving species it contairfee mass balance criterion may thus lead to areaser of the number of
time steps required by the dynamic solver, as ssineeincrements that may be found to be dynamictdlse to equilibrium
may not be found so in terms of their mass. Asntfass balance criterion does not catch chemicalaatien either, as it
also follows the gas phase driven approach, theeis@ements that are numerically stiff are sti¢eively filtered out, and
the overall computational efficiency is preserved.

Decision on which species are placed into the dmitiim regime within a size increment that is othise treated
dynamically follows an analogous approach. Howedere to numerical stability considerations, theildmation time
criterion is applied exclusively under this circuarece, and only those species may be put in equitibthat do not act as
chemical driver within the size increment undersidaration. The chemical driver to dissolution éiided to be the species
that shows the longest equilibration time. For cotapional efficiency, equilibrium species are teshhon-iteratively using

the analytical solutions that have been derivedfimmically driven equilibration (see above).

Size increments in the dynamic mode are rechedkedemch internal time step against the remaifriagtion of the overall
time step. In consequence, the equilibration timterdon is adapted sequentially to the remainimggration time interval
via xe<4t-ot, wheredt stands for the cumulative amount of time that baen integrated over so-far. Through this
procedure, the maximum number of time steps reduisethe dynamic solver may still increase by ofteraeach time
increment. In practice, however, the probabilitytfis to happen several times is very low as treacteristic equilibration
time t. is formulated in a way that it is relatively invanit (see above). The number of time steps reqbiyeétie dynamic

solver thus typically does not exceed three inatbgence of mass balance constraints.

If an aerosol size increment is put into the ebiilim mode, it is kept on hold for treatment by duiilibrium solver until
the dynamic solver has finished. It might seem appate to redirect these size bins to time-resblissolution, on the
basis of regular rechecks of their dynamical seatafter each time increment of the dynamic sol#mwever, such a
procedure would be inconsistent, as those bindqusly chosen to be in the dynamic mode would resatved in time in
the meantime. On the other hand, it is possibtetiorn equilibrium species within a size incremterthe dynamic mode, as

in this circumstance dynamic and equilibrium digsoh have been carried out simultaneously.
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3.4 Pseudo-transition correction

On grounds of the above criterion (3) for distinntbetween the dynamic and the equilibrium mode isicrements that are
numerically stiff are set to equilibrium, notwitasiding their actual dynamical state. In order toexi for the consequent
bias the following formalism is adopted. For eveigsolving species the equilibration time is estedaafter each external
iteration increment of the chemical sub-solver. €hailibration time considered here is not equinate the characteristic
time interval for dynamic dissolutidg, but rather stands for the actual species spesgffidlibration time in a framework of
effective chemical interaction that is marked by lpressure gradients. Eq. 2 provides an estimatiothe actual
equilibration timeteq

1Ci'j'n_c' 1
i,j,n _ 4i,j,n _ eq i,],t=
KN =t — a. (47 DN, )

p i,j,n|’

G

Eq. 32

wherex, is the distinction criterion for numerically stdfze increments in theseudo-transition modgee below), and is
a proportionality constant that takes into accdbetvariability of the pressure gradient duringigration. In this study,
we choosea=1.0 as a first approximation. This value may be royghsktified as follows: (1) under circumstances of
chemically driven equilibration, the pressure geaditends to be relatively constant, and (2) aageramount of the
temporal variability of the pressure gradient iatly being taken into account due the fact ihat updated after each

external iteration, thus allowing for competitioatlveen size increments.

If the equilibration time is found to exceed thesll time stepdt for more than one of the dissolving species, tthen
species showing the largest excess is chosen aslévant driver. For the driving species the feilog linear correction is
made:

Eq. 33

The non-driving species are then equilibrated ®ribwly estimated value of the driving species wlith full chemically

driven equilibrium sub-solver including internagiiitions. This process is re-initialised at eactereal iteration of the
chemical sub-solver, such that it becomes formadist of the equilibration process, and is repeated full convergence.

Size increments whose time-resolved transitiorgtolirium is mimicked with the aboweposterioricorrection method are
henceforth said to be in the pseudo-transition mode
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3.5 Overview

In the previous sections we have described the noatenechanisms that make up the new inorganigotliion solver.
Due to its hybrid nature, the solver is dividediatdynamic and an equilibrium sub-solver. The ldgium solver allows
for an additional pseudo-transition correction $ixe increments that are not treated with a fullgasmic approach by

reason of computational efficiency.

The equilibrium solver is partially based on an lgtical approach, which was shown to be computatigrefficient by

previous modelling experience (e.g., Nenes etl808). The analytical approach is chosen whenessoldition is found to
be chemically driven via effective interaction loétspecies contained in the aerosol liquid phasthis study, the analytical
approach is followed as rigorously as possiblehasequilibrium particle pH is computed for the corrent dissolution of
several species. The degree of the resolving emuasi equal to the number of dissolving species ne (the latter
standing for H, OH is neglected in the ion balance equation), thmstiig the number of dissolving species that may be
taken into account to three.

The dynamic solver is principally based on the sendlytical approach followed by Jacobson (199Rdjas the advantage
of solving simultaneously for an unlimited numbéiparticle size increments, thus providing for thmiutual competition
for condensable matter in the gas phase. Howaver fdrmalism cannot account for the chemical iatdon between the
species. Dissolution may be very close to equiliforifor certain particular species, while it mayrtm for certain other
species, which actually serve as driving specids rfomerical stiffness category 1). Furthermorissaolution may also be
numerically stiff for the driving species via thariability of particle pH (stiffness category 2hdrefore a species-selective

equilibrium assumption is made and a predictiven@ticit) formalism for liquid phase pH is used, pestively.

The basic functioning of the hybrid solver is dépitby the flow chart shown in Figure 2. To begithwa characteristic
time interval is estimated for each particle sizaément in the model. A size increment is foundetdn equilibrium when
its characteristic time interval corresponds t@ libean half the integration time step of the adnzgorophysical model the
solver is embedded into, and when its equilibratiequires less than 10% of the total available endtir each of the
dissolving species. The characteristic time intergfiects the amount of time that would be requiif@ the equilibration of
a size increment with respect to a particular d¥asg species, thus neglecting additional equililmma time requirements
due to chemical interaction. This definition ensutbat size increments that show numerical stiffnescording to
categories 3 and 4 are mostly treated by the dqiuiih solver. For those size increments that aratéd dynamically, time
integration is performed at a time step that itaage as possible while numerical stability isl gilsured. The time step is
chosen according to the requirements of the siaeement that is closest to equilibrium. In caseertban one time step is
required, each of the dynamic mode incrementdésted whether they can be put into the equilibnode. After typically
1-3 dynamic time steps the composition of the doiiim increments is calculated. In choosing tacgkdte equilibrium

composition after the dynamic calculation finishédp goals are pursued. First, equilibrium sizerémeents tend to
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consume less matter than dynamic increments, gstlkeddeally close to equilibrium, and hence serall'his circumstance
is of some relevance, because their mass balamEedpled from the dynamic size increments, tlansying the risk of
artefacts due to misrepresentation of mutual coitigetfor condensable matter. Second, it is ensuhed those size
increments that come close to equilibrium duringggnation may still be put into the equilibrium nepdsuch that both

numerical stability and computational efficiencydze ensured.

Figure 3 depicts the formalism of the dynamic solves for one internal time step. First, each simgement is tested for
whether certain species may be assumed to be ilibeigum. This test is carried out in accordancdéhnihe above time
criterion for distinction between equilibrium anghdmic increments. Species that are found to bedilynamic regime are
subdivided further according to whether their aquiltion is driven either by the gas phase or cleahinteraction within
the liquid phase, and, in the former case, accgrtbrthe variability of particle pH. As such, gdsage limited species are
integrated in time with Jacobson’s semi-analytivedthod (Jacobson, 1999a), while liquid phase lidhidépecies are
integrated with an analytical method that proviftestheir larger numerical stiffness. The analfticeethod solves for one
species in one size increment, while the Jacobseinad solves for one species in all size incremértie particle pH
associated with the Jacobson method corresportusr éd its momentary value (=diagnostic approaoh)jf found to be
beyond a certain variability threshold, to its widual species equilibrium value (=prognostic agty. In order to insure
accurate partitioning among the size incrementse tntegration is performed in parallel irrespeetd the scheme that has
been chosen. Finally, for the dissolving speciest tave been diagnosed to be in equilibrium in samall of the
increments, the composition of the dynamic increiménupdated according to the analytical apprdhahis adopted in the
equilibrium solver (see below).

The formalism of the equilibrium sub-solver is suarimed within Figure 4. Using a specific criteridhg equilibrium
solver differentiates formally between so-calle@rmiical and gas phase equilibration. In the firseagquilibration is driven
by chemical interaction among species dissolvinguttaneously. The chemical sub-solver assessesdbdibrium
composition of one size increment with respectlitdiasolving species using the above-describedytioal approach, and
iterates at an internal level for water content antivity coefficient variation, which cannot becaanted for analytically,
and at an external level for interaction amongdize increments. For size increments whose eqaitli is kinetically
driven by the variation of the dissolving speciemicentration in the gas phase, a specific solaar designed that is based
on a variational method. The kinetic sub-solverspnds the advantage of being computationally efiigi and solves
individually for each dissolving species and siran&ously for all equilibrium size increments. Ifedst one size increment
is found to be kinetically limited for at least odessolving species then the kinetic sub-solveused beforehand. The
kinetic solver performs iterations with updated gasse and surface pressures, water content amiyaaefficients until
further equilibration is found to be entirely cheally limited. Consecutively, full equilibration iachieved with the
chemical sub-solver. Size increments that are dycedly however not chemically, close to equilibriynumerical stiffness

categories 3 and 4) are mostly tackled by the ginalysolver. Especially increments that show nuoabistiffness according
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to category 4 turn out to have an actual equilibratime that is far longer than the individual sigs’ equilibration time. At
each external iteration of the chemical solver, ¢tbmposition of these size increments is re-evatli@ccording to an
estimation of their actual equilibration time. Sinerements thus corrected are said to be in pstradsition and remain
formally part of the equilibration process. The rieal sub-solver allows for a certain number ofeenal iterations only.
Ideally the chemical composition of the equilibritend pseudo-transition increments converges paaattaining the
maximum number of iterations, upon which the contjs of the equilibrium increments is updated adaogly and the

solver is exited.

4 Box Modelling Evaluation
4.1 Box model setup

The hybrid solver was implemented in the box magesion of the modal aerosol microphysics schem®KAP (Mann
et al., 2010). The microphysical processes arewiliched off during the validation, providing forsséable unperturbed
aerosol population that is divided into 4 hydrophiyhodes (nucleation, Aitken, accumulation and searThe particle
phase in these modes is purely liquid, consistirapaeous HSQ, SQ%, NO;5, CI, NH,", and N&. H' is calculated via the
ion balance, taking into account the partial diggoan of sulphuric acid, whilst nitric acid and drpchloric acid are
assumed to be entirely dissociated.” @Hheglected all throughout the scheme. Gas pHE§®, HCI and NH may dissolve
into and evaporate from the liquid phase, with\atgticoefficients, surface pressures and water extnéssessed via the
Partial Derivative Fitted Taylor Expansion (PD-FjT&erosol thermodynamics scheme (Topping et ab9RPD-FTE was
built on the concept used in the multicomponentldragxpansion method (MTEM) model of Zaveri et(@005) in which
activity coefficients of inorganic solutes are eegsed as a function of water activity of the solutiUnlike MTEM, PD-
FITE was designed to remove the need for definmghate poor and sulphate rich domains. In addittbe order of
polynomials that represent interactions betweeraryirpairs of solutes was allowed to vary to inceeasmputational
efficiency whilst retaining an appropriate level afcuracy. Fit to simulations from the ADDEM mod&bpping et al.,
2005a,b), its use within a dynamical framework deasionstrated for aqueous inorganic electolytesojpping et al. (2009)
and extended for inorganic-organic mixtures in Tiogget al. (2012) using the MANIC aerosol modelwecet al., 2009).

In order to test the new solver, two series of rhedgeriments were carried out, one with particléhin the 4 modes
initialised as binary mixtures of,BO, and BHO, and the other with the finest 2 modes initediso contain k50, and HO
and the 2 coarser modes (accumulation and coarig@)ly containing just sea salt ang® The chemical composition of
sea salt was adopted from Millero et al. (2008Bt&dard Mean Ocean Water (SMOW), with all catiassumed to be
Na’. Accordingly, the adapted composition of seaisaNaCl-bNa,SQ,, with a=0.9504 andb=0.0496. Within Series 1 only
HNO; and NH are allowed to dissolve, whereas in Series 2 H@Y wissolve additionally, thus providing for a more

complex system with degassing HCI from the largedes that can then dissolve also into the smalt#lasi The particle
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number concentrations are 1000 t(nucleation), 250 cif(Aitken), 100 cn? (accumulation), and 0.1 ¢ir{coarse). Five-
day simulations are carried out at standard pressmud temperature conditions with an imposed diuemaperature cycle of
+-5K and relative humidity set to 80%.

Within each series, experiments were carried otlt imiitial ambient volume mixing ratios of the dibgsng species of 1, 10
and 100 ppb such that the model evolution acrassige of numerical stiffness conditions may be sssxk Surface total
HNO; and NH mixing ratios (over the gas and particle phase)atmost 10 ppb in polluted regions and typicattyund 1
ppb or less over remote oceans (Adams et al., 19983 phase HCI ranges typically from 0.001 to fipb over the
Southern Hemisphere oceans (Erickson, 1999), aledsshan 10 ppb under polluted continental caost(e.g., Eldering,
1991; Nemitz, 2004). The concentration ranges fol, MH; and HNQ were not primarily chosen as being representafive

any particular region or environment but rathehwitimerical stability testing considerations in chin

In the next subsection we examine the results faoh of these series, comparing between runs djtthé full capability
of the hybrid solver including the dynamic and d&i@uium sub-solvers, with pseudo-transition cori@etenabled within the
latter (HYBR ), (2) the hybrid solver excluding thdgnamic sub-solver (PSEUDO ), and (3) the hyboldes under full

equilibrium conditions, that is excluding both ghgamic sub-solver and the pseudo-transition coore¢EQUIL). Finally,

we also show results from a benchmark run thay fidsolves the modes’ transition to equilibriumhnibe dynamic sub-
solver only (TRANS). Under this circumstance, nuicedrstiffness at 100 ppb is pronounced to a detraedissolution into
the smaller modes cannot be handled unless a jitigeip short time step is chosen. For this reases only show results

for the 1 and 10 ppb runs in this configuration.

4.2 Box model results

Fig. 5 compares the size-resolved Nthd NQ predicted by the new solver under the 1 pphk; ldhid HNQ initialised
TRANS, HYBR, PSEUDO and EQUIL configurations fomary sulphuric acid particles (experiment seriesCntents
within the nucleation mode are not shown as theynagligible. For the coarse mode, the degreetofatgon with respect
to gas phase NHand HNQ is also given. Much more than to the time stejs thlue is related to the choice whether the
temporal evolution of non-equilibrium modes is asse with the dynamic sub-solver or with the pseuaesition
approximation. As will turn out, the 1ppb run withosea-salt is the only one which the solver trélagscoarse mode
dissolution fully dynamically. For the other 5 highexperiments, dissolution into the coarse modealsulated applying
(either partially or fully) the pseudo-transitioppgoximation, illustrating the operation of the higbsolver in conditions of

numerical stiffness.

At 1 ppb without sea salt, ammonia is the drivipgaes, dissolving quickly into the liquid phasa grartially neutralising
the sulphuric acid. As a consequence, the panidiénot shown) increases initially before reducagain later once the
dissolution of the weaker nitric acid starts towcditric acid dissolves more readily at lower f@rature, so its content is

maximal in the liquid phase at night. By contréat,these 1ppb runs, ammonium has little diurnalateon as the sulphuric
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acid is not close to being fully neutralised and domparably high variability of nitrate is competesl by the degree of
dissociation of sulphuric acid. Efficient chemidakteraction does not set in under these conditiovit) particulate

ammonium around 2 orders of magnitude higher thahdf nitrate.

Results obtained with the dynamic configuratiorss@nsiderably different than when equilibriumsswamed. Treating the
partitioning dynamically accounts for the much lengimescale for the nitric acid to dissolve irtie toarser particles with
the dynamic runs predicting much more nighttimealptto the smaller particle modes, with a subsegslew transfer to
the coarse mode as both ammonium and nitrate esfgpduring the day. By contrast, using an equiliforipartitioning
approach completely misses this uptake to the foaticles, with a dramatically reduced nitrateteon in all three sub-
micron modes. After five days the bias obtainedwlite equilibrium assumption is still of the or@€50% for ammonium,
and of the order of 20% and 50% for nitrate duiagtime and nighttime, respectively. Note thatbéises are relative to
the benchmark TRANS run. The pronounced non-equilib conditions are revealed by the degree of asituw of the
coarse mode. While HN@Qs close to equilibrium during the entire simuthfeeriod for all three dynamic runs, the driving
NH; barely reaches 10% saturation after five days. Sitrailation of the coarse mode is fully dynamichaihe HYBR
configuration so the HYBR run is barely distinguable from the TRANS run in Fig. 5. Runs performed®d ppb (not
shown) are similar, with the solver also operatiwgll under conditions of limited chemical interactiand numerical
stiffness. Similarly, the PSEUDO configuration sisoavhigh degree of accuracy, as the ammonium mpdtigs are very
close to those of the HYBR and TRANS configuratiottsus demonstrating the appropriateness of itsetyidg

assumptions under moderately polluted conditions.

Fig. 6 shows the evolution of simulated size-restlparticle composition for the experiment with gbmas phase NH3
and HNO3 dissolving into sulphuric acid particledhie 4 modes. At 10 ppb full chemical interactets in over the course
of the simulation, with effective neutralisationsafiphuric acid, mixing ratios of ammonium and aiér of the same order of
magnitude, and surface vapour pressures closéu@atan. While ammonia still acts as the initiaiver of dissolution, the
gas phase approaches pseudo-equilibrium withirdaggnot shown), thus confering a relatively higlyiee of numerical
stiffness to the system. In these conditions, thlly fdynamic configuration adopts short time steysile the hybrid
algorithm prevalently invokes the equilibrium sudver due to CPU time considerations. This appration introduces a
bias (at most ~20%) into the hybrid solver, witle tHYBR run (blue) now distinguishable from the TRBXun (purple) in
Figure 6. However, it is relatively uncommon fotrit acid and ammonia mixing ratios to reach 10 ppthe troposphere,
even in the most polluted areas, and our resuitroo the hybrid solver is reliable in numericatlijallenging conditions.
For the PSEUDO run, the temporal evolution of therenium content of the coarse mode is constantiyiokied via an
approximation of its equilibration time, and a lardias (~30%) is apparent. The equilibration timestimated for each
species individually, and does not take into acttiveir chemical interaction. In consequence thélimation time is over-
estimated at 10 ppb, the flux of dissolving ammasigomewhat too low and concentrations within ¢barse mode are

increasing too slowly. Similarly to the behaviowes at 1 ppb, the errors incurred with the EQUlbfiguration are
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considerable at around 50% low-bias for fine-maae@nium and nitrate at night and ~20-30% high fbagoarse mode

nitrate and ammonium depending on time of the day.

At 100 ppb dissolution is fully steered by chemiicdkraction as nitrate and ammonium contents anest equal (Fig. 7).
Equilibrium particle pH increases to around 2.2t gteown) and less than 5% of nitric acid and am@oamain in the gas
phase, resulting in a high variability in both pelet pH and surface vapour pressure (not showng. rElsulting extreme
numerical stiffness induces a slight artificial fdin the equilibrium regime, as the equilibriumbssolver struggles to
establish chemical equilibrium among the modestHeumore, the numerical stiffness results in a @madant invocation of
the pseudo-transition approximation with the HYBRfiguration. Whereas the HYBR run correctly chaoisiét as driver
of chemical interaction, as is testified by the rdegof saturation of the coarse mode, and PSEUDEKIgswitches to
HNO; as a result of its simplified dynamical assumptidooth the HYBR and the PSEUDO runs yield veryilsinresults,
thus underlining the secondary relevance of theede@f saturation for the estimation of particlenposition under
conditions of pronounced chemical interaction. Whthe accumulation mode rapidly reaches a relgtigthble
composition, both the Aitken and the coarse modsvsh much slower equilibration, which can be expddi as follows.
Initially the pressure gradients are extremely hilgle to the high ambient concentrations. As thélibgation time of the
accumulation mode is much lower than the one otdaese mode, and its condenstion sink much ldhger the one of the
Aitken mode, it may compete effectively under coiodis of chemical interaction to reach equilibriwith the gas phase in
less than an hour. The equilibration of the Aitkande then takes much longer, as it struggles dutegdfirst day to
compete with the slowly equilibrating coarse modethe matter released by the accumulation modeer A days, the
amount of dissolved matter in the coarse modeilisostrestimated by the EQUIL configuration byactor of 8, whilst
uptake to the Aitken and the accumulation modéasda low by a factor of 4. In conditions of ammuoninitrate formation
equilibrium assumptions are thus susceptible tdyce a significant bias across the entire parsigbetrum whenever most
of the dissolving species is in the aerosol phasktlaere is a substantial contrast in the equiiibnatime of the aerosol size

increments.

Fig. 8 compares Series 2 results for ammonia,créitid and hydrochloric acid at 1 ppb dissolvini ian external mixture
of sulphuric acid (nucleation and Aitken modes) amd-salt particles (accumulation and coarse modés EQUIL
configuration reveals a somewhat counterintuitivepprty, as the initial compositions of the accuatioh and the coarse
mode are equal, and their equilibrium compositaresnot. It appears that particles memorize ttggroof chloride, whether
sea salt or dissolved hydrochloric acid: while teative quantities of dissolved matter are equatquilibrium, as is
testified by an equal proton concentration of apppdi=3.4 (not shown), the relative amounts of didig, as given by sea
salt and hydrochloric acid, differ as these quagitiepend on the respective condensation sinkeofmodes. The Aitken
and the nucleation mode show a specific compositianis testified by their equilibrium pH of appr@75, which reflects
their non-volatile sulphuric acid content. In thRANS run, the coarse mode takes around 2 daysathrequilibrium

composition as nitric acid dissolves slowly inte fiquid phase and hydrochloric acid degases. Tieuat of hydrochloric
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acid in the accumulation mode increases as it adaghe surplus released by the coarse moder(tieese applies to nitric
acid). This 2-day timescale for chemical equilimatof the sea salt particles is faster than thg sw equilibration of
coarse sulphuric acid particles with the semi-ilglajases at 1 ppb (Fig. 5). The relatively highteot of both nitrate and
ammonium in sea salt particles at equilibrium iatks a much more effective chemical interactioneamaimerically stiff
conditions. This circumstance is also demonstrayetthe similarity of the HYBR and the PSEUDO resutt Fig. 8. Except
for a very short initial period, the pseudo-traiositapproximation is constantly chosen with the HY&nfiguration, as is
testified by resolutely equal degrees of saturatibthe coarse mode. Nitrate serves as a drivewhich chloride and
ammonium are equilibrated. Under moderately pallutenditions, the pseudo-transition approximationdpces fair
results, with a small bias in coarse mode nitraie ehloride of around 20 and 10%, respectively, usome degree of
misrepresentation of the competition between these while the estimation of ammonium is fairly acate. With the
TRANS configuration, the degree of saturation & tlearse mode exhibits a pronounced daily cycleoirirast, except for
nitrate, the pseudo-transition approximation assusaturated conditions for the non-driving spedié= low related biases
reveal anew the secondary importance of the presgiadient for a reliable simulation of particlemgmsition under
conditions of pronounced chemical interaction. Ti&s obtained with the equilibrium assumption ischuarger for

chloride and nitrate (up to a factor of two), whalemonium is again in reasonable agreement.

Fig. 9 shows the results for sulphate and seaasatisols (Series 2) with the dissolving gases apdf) Under these
conditions, the previously observed chemical irdéoa under numerically stiff conditions is pronaed further, with very
slow equilibration, and nitrate and ammonium cotgenuch higher than in the 1ppb runs. In the padschemical
interaction the sea salt particles become acidfred shown). Within the dynamic configurationse ttiurnal temperature
variation prevents the modes from ever reaching emtary equilibrium because the forcing exertecebygerature is faster
than the equilibration of the coarse mode andatter is in competition with the smaller modes. #ds reason, as seen in
the 10 ppb dissolution into sulphate aerosol (6jgthe TRANS run exhibits a much more pronoundadn@l variability of
the accumulation and the Aitken modes, which corsgtas for the relative inertia of the compositibthe coarse mode.
As in Fig. 8, the HYBR run is equivalent to the REFO run because the hybrid solver constantly ctedtise pseudo-
transition approximation to avoid small time stapshe context of numerical stiffness. For the sapsson, the degree of
saturation of the coarse mode does not exhibiptbrounced daily cycle it does with the TRANS cgafation for the non-
driving species. At 10 ppb dissolution into sulghégig. 6), the equilibration time of the coarsedm@vas overestimated in
the PSEUDO run (magenta line) with respect to ttidrdy ammonia, resulting in an underestimatiorbath ammonium
and nitrate . The opposite applies here, with firmle ammonium and nitrate slightly high biasedhie PSEUDO (and
HYBRID) runs compared to the fully dynamic simudati In the presence of sea salt aerosol, nitrid Bcchosen by the
solver as the unique driver to dissolution, and gagticle concentrations of ammonia and chloride equilibrated to it.
During the first day the solver appears to quitd w&tch the dynamics of the equilibration of trearse mode. Past this

point, however, the amount of all three dissolvisggecies is overestimated in the coarse mode, #ading to an
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underestimation of the contents in the Aitken dreldccumulation modes. It appears then that ratid does not act as the
sole driver, but that hydrochloric acid figuresaasecondary driver. The instantaneous equilibraifdnydrochloric acid to
the nitrate content of the coarse mode in the pstnashsition regime leads to its overestimationjolhvia chemical
interaction leads likewise to an overestimatiortha content of ammonium, and so on. The resultiag bf the hybrid
solver is at most around 25% for chloride in thé&kémn and accumulation mode, and up to 40% for dahdoin the coarse
mode. The biases for ammonium and nitrate are d&sbjn the gas phase all three dissolving spegjese well throughout
the simulation (not shown).

Figure 10 depicts the 100 ppb run within SerieSitilarly to the 100 ppb sulphate particles, thelQconfiguration
shows a slight drift due to the extreme numeri¢dingss at these very high mixing ratios. The mmamced chemical
interaction property is exhibited by the fact tktia¢ particle ammonium content is almost twice tfathloride and nitrate,
such that approximately 1% of total ammonia/ammniemains in the gas phase. Sea salt particles@ddied as
pH=2.3, approximately (not shown). In analogy te thppb and the 10 ppb run, the HYBR and PSEUDQ® aua almost
identical, as the hybrid solver avoids small tineps with the choice of the pseudo-transition appnation. Similarly to
100 ppb sulphate the Aitken mode exhibits a lorigeial equilibration time than the accumulation deodue to its lower
condensation sink and, which is exacerbated bgdtdgrasting initial acidic property. At a later gégaboth the concents
within the accumulation and the Aitken mode deaeamcurrently as material partitions into the seanode via the gas
phase. The complex pattern of the evolution of éitknode composition results from a combinationsofiigher sensitivity
to other modes and the extreme conditions of nwakstiffness, to which circumstance the concurremberical instability
of the degree of saturation of the coarse mode seaye as an indication. Although when both makeafithe pseudo-
transition approximation, the HYBR and the PSEUD@figurations need not produce rigourously similesults. In
contrast, the results obtained by the HYBR run ohegend to a certain degree on the internal time atethe switch to the
pseudo-transition approximation may occur afteagial integration over the overall time step. Aitigh the variability of
the liquid phase concentrations of ammonium islsirrio the one of 1 ppb sulphate aerosol (Figths equilibration of the
latter is mechanistically entirely different forist steered by the slow dissolution of ammonia thiocoarse mode. Thereby
it is not chemically but dynamically limited, asakso reflected by the comparably low pH. 100 pgd salt and even more
so 100 ppb sulphate aerosol exhibit a very slowdver chemically limited, equilibration of the cearmode at similar pH.
As with the 10 ppb runs (Fig. 9), the 100 ppb sdarsin shows faster equilibration of the coars@enthan into sulphuric
acid particles due to more effective chemical iation. Still, the disparities between the dynanunfigurations and full
equilibrium are considerable, with discrepancietheforder of 50% for the smaller modes, and ofttier of 25% for the
coarse mode.

Computational times for the entire simulated tineeigd of 5 days are compared in Table 1 for the iboxlel test cases.
Values are given as percentages of the time contsomgf the entire microphysical box model, whichsanot switched on

for the dissolution tests above. Table 1 showsftirahe test cases the time consumption of theotliion scheme amounts
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to a fraction of the aerosol microphysics only.dedilly, the computational time increases with déingbient concentration
of the dissolving species along with numericafiséis. The hybrid runs appear to require more ctatipnal time than the
equilibrium runs while pseudo-transition appearbeaelatively independent of ambient conditionsoTelements tend to
break down the correlation between numerical €fffnand computational expense. First, the equilibsolver diagnoses
slow convergence and limits the number the numlibétetations accordingly. For this reason, the Jb gea salt run
requires more computation time that the 100 ppb 8etond, the hybrid solver comprises an equilibnatnass criterion
when distinguishing between equilibrium and dynamiades (see above). When applied, this criteriog bearelated to
relatively small time steps, which require a refely high amount of computation time. The hybrigpb sea salt run
illustrates this circumstance, as strong competibetween the accumulation and the coarse modstfic acid requires

both modes to be treated dynamically.

5 First Global Modelling Results
5.1 Introduction

In this section, we describe the implementatioklyDiS-1.0 in the 3D global offline chemistry tramspmodel TOMCAT
(Chipperfield, 2006) as an extension of the GLOMMABde aerosol microphysics module (Mann et al., 2010

The aims of this section are to (1) demonstratettteanew solver delivers reasonable results irfrimaework of a global 3-
D model, (2) assess the extent to which the egqiulf and hybrid configurations of the solver leadlifferent size-resolved

partitioning of nitrate and ammonium, and (3) tondastrate the new solver’'s competitive computatiexpense.

5.2 Global Model Implementation and Experimental Stup

We use the “coupled-chemistry” version of the TOMGCGLOMAP global aerosol microphysics model, as use8chmidt
et al. (2010), which uses the same sulphur cheyréstin Mann et al. (2010) in combination with arie tropospheric
chemistry scheme, allowing for interactions betwgaseous sulphur species and oxidants (see Bretigdr, 2010). The
TOMCAT tropospheric chemistry module provides ghage nitric acid and ammonia concentrations, Withrtew solver
then predicting their partitioning into the ammamiand nitrate components of each size mode.

Whereas in the box model simulations from sectipomy the 4 hygroscopic modes were activated, hereise the full 7-
mode GLOMAP configuration that includes three inbté modes containing hydrophobic carbonaceousiastiparticles.
The model no longer tracks a “sea-salt” componémgtead separately tracking sodium and chloridesegsn the
accumulation and coarse mode, as well as nitradeaaamonium in each soluble mode, requiring an audit 10 aerosol
tracers to be transported compared to the origio=figuration (Figure 11).

The representations of the main aerosol processesmahanged (as described in Mann et al., 20b@)pdsing nucleation,
condensation, coagulation, cloud chemical procgssadimentation, dry deposition and wet removale Todel set-up

routines were adapted to be consistent with thenatad species taken into account by the dissolwitireme (see Table 2).
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Liquid water content is calculated according tofiog et al. (2009), and patrticle density is assbssth a new routine that
takes into account particle composition followitng tdissolution of inorganics. As in Mann et al.1@)) sea salt is emitted
into the hydrophyllic accumulation and coarse mdulesthe composition of sea salt is modified assignmole fractions of
0.024, 0.512 and 0.464 for sulphate, sodium ardride, respectively (see above). The dissolutiolves is used to
simulate the exchange of nitric acid and ammoniwtween the gas and the particle liquid phase. Withis study,
exchanges of hydrochloric acid, as well as the &fom of secondary organics are not taken into wdcocAmmonia
emissions are from Bouwman et al. (1997), with, L and POM emissions included from anthropogéDentener et al.
2006) and biomass burning (van der Werf et al. 32@0urces.

In section 5.3 we present results from a 1-yeaukition of the new model after 3 months spin-upe Bimulations were
carried out at T42 horizontal resolution (~2.8x8&gyrees longitude/latitude) with 31 vertical levets a hybrid sigma
pressure coordinate.

The main transport time step for the model is 3Qutes, with the TOMCAT chemistry and GLOMAP aerasatrophysics
each solved on a 15 minute time step. As deschipeSipracklen et al. (2005) and used in Mann e28110), GLOMAP
also includes a shorter “competition time step3@hinutes used when the condensation and nuateat®integrated in a
process-split fashion. Dissolution is implementedagately from these routines, being integratel ait overall time step
of 15 minutes.

The uptake coefficient of nitric acid and ammoria set to 0.2 and 0.1, respectively. The uptak#iceat of nitric acid is
known to be strongly temperature dependent (VareDet al., 1990). The uptake coefficient of ammamppears to depend
significantly on both pH and temperature (Shi et H99). In the ternary430,, NH;, H,O system, it also appears to be an
explicit function of the degree of neutralisatidnHSO, by NH; (Swartz et al., 1999). The update coefficientsthus an
integral part of the interactive properties of @aetochemistry, and the values we chose may onlyesas a first
approximation to a question that is treated in ¢higly. In the context of this study, the uptakefficient plays a role in the
distinction between equilibrium and dynamic modes,well as in the choice of the integration timepstf the dynamic
solver, as it determines the equilibration timer Fois reason, a low uptake coefficient will tenadl ihcrease the

computational expense of the solver along with miragéstiffness and the number of time steps resgliir

5.3 Results

Figure 12 shows the surface Northern Hemisphetteilgison of annual-mean model particulate nitrated ammonium
mass concentrations compared against observations the CASTNET/IMPROVE, EMEP and EANET measurement
networks (compiled by Pringle et al. (2010) for tfear 2002). Model results are obtained with thierislyconfiguration of
the dissolution solver. The solver delivers reaiamounts of particle ammonium and nitrate acbogh polluted and less
polluted regions. Simulated nitrate has a substhidw bias in North America however. The amountnitfic acid
dissolving into the particle phase is highly depmridon particle pH, and thus the ability to acoeisapredict particulate

nitrate in such sulphate-rich regions is dependtsa on the amount of sulphuric acid versus amm@ndg, Xu and Penner,
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2012). When comparing the model values to the gbhtiens, one also needs to consider the represartass of the
monitoring site in relation to the model resolution

Figures 13 and 14 compare July 2003 nitrate and @iarcontents respectively with the left-hand aigthtrhand panels
from results with the hybrid and equilibrium confrgtion respectively. Values are shown as a makedtaction of the sum
of Na', SQ%, HSQy, NH,*, NO; and Cl in the Aitken, accumulation and coarse mode liphdse excluding water and
non-soluble species. Gas phase;ldHd HNQ are also shown as volume mixing ratios with eqtilim gas phase contents
shown as the relative change from values with tylarihi configuration. The pseudo-transition configtion was also
assessed, however results are not shown, as thexerr similar to the values obtained in the hylmadfiguration. In the
hybrid run considerable amounts of nitrate occuthie Aitken mode both over the Arctic and Antarclibe dissolution of
nitric acid is highly temperature dependent anduah related to a pronounced seasonal cycle (@ajzger et al., 2002b;
Pringle et al., 2010). Although the Arctic is réaty warm in July and ammonia/ammonium concentregiare fairly low
(of the order of 0.01 to 0.1 ppb), it may still feed to neutralize the sulphate contained in thi&&i mode sufficiently, such
that in conjunction with the relatively high relai humidity over the Arctic Sea nitrate comprisesto 90% of solutes
present in particles at these sizes. The hybriks@eems to catch the dynamics of dissolution véfipect to a discretised
aerosol as it predicts that much more nitrate isitined into the Aitken mode, the effect beingtpaularly evident in the
Arctic. In marine and remote regions sea salttsnopresent in the accumulation mode, and is the¥@fiuch more prone to
the dissolution of nitric acid. However, the Aitkerode is faster to equilibrate such that the rétcaintent of the competing
accumulation mode remains constrained to typi@0B6. The phenomenon is even much more pronoundée iintarctic,
where the accumulation mode is dominated by suéphat

The importance of the dynamics for the fractiomatas nitrate is demonstrated by the comparison with equilibrium
results. The equilibrium configuration results isignificantly different partitioning, as nitrateattion in the Aitken mode is
reduced due to efficient competition through tharse mode. The accumulation mode is squeezed lretivecditken and
the coarse mode: While its nitrate content increaggmificantly in the Antarctic, it seemingly vahis in the Arctic.

The fractionation of ammonium appears to be mush dynamically driven, as sizeable amounts of anumomre present
in the Aitken, accumulation and coarse mode irrethpe of the configuration of the hybrid solver.tRer, the partitioning
of ammonium seems to be primarily driven by thdoraff particle sulphate to sea salt and seconddnylthe total
atmospheric ammonia content.In continental regianmgnonium typically accounts for more than 50%hef Aitken mode,
with the exception of Antarctica and North Africdhish are characterised by low ambient ammonia aunatons. In
marine regions, the accumulation and coarse modesnastly dominated by sea salt, notwithstandirgt gimmonia
concentrations are higher in the Northern Hemispher

The role of the sulphate to sea salt ratio is ajgearent when comparing the global distributiomyas phase nitric acid
conentrations between the simulations with thelégjiiim and hybrid configurations of the solvergB8ificant differences
are apparent at high latitudes, for which significaitric acid fractions are present in the ligpltase, and also more clearly

in marine regions where particles are mostly dotechdy sea salt. Over the Southern Ocean, althtatghnitric acid is
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very low, it dissolves readily into the abundard selt particles. The equilibrium configuration ssanuch lower gas phase
nitric acid concentrations, by another 90% in tigigion. The sensitivity of ammonia to the dynamiegjime resolved by
the hybrid solver is highest in those areas in Wliids scarce, while changes in its size-resolpaditioning are felt to a
lesser degree. Via chemical interaction with nérahe ambient concentration of ammonia over thettfgon Ocean
decreases by approximately 10-25% in the equilibriegime. At high latitudes, higher particle ammonileads to a
decrease of the ambient concentration of ammortigpifally more than 50% in the equilibrium regiméth a reduction of
more than 99% occurring over the Antarctic.

Figures 15 and 16 show the January 2004 contemtigrate and ammonium respectively, again left-hand right-hand
columns showing simulations with the hybrid andiloium configurations of the solver. Total nitrécid and ammonia are
high enough over Northern Hemisphere continentsifmate aerosol to form within the Aitken and ateudation modes
even deep into the mid-latitudes during wintertilow temperature conditions, each comprising ~40-5%otal solute
mole fraction over large parts of Siberia and Canddhe fraction of ammonium tends to decline wittréasing latitude as
its total concentration along with its decreasiotglt atmospheric concentration, whereas nitrateanesnsubstantial due to
more effective partitioning at lower temperaturBse Aitken mode competes efficiently for availabigate and ammonium
with the accumulation and the coarse mode, withimctation fractions tending to be significantly kemvand substantially
lower fractions in the coarse mode, especiallyrfirate. Consistently, a very pronounced seasoyae dor nitrate is
revealed by comparing the January and July globghse maps. In contrast, the seasonal cycle of @mum is less
pronounced. Its dissolution appears to be less @estyre dependent, as it is the result of the ggsédion of The
comparison of January equilibrium and hybrid resghows similar effects as those seen for July.nAthe equilibrium
assumption is made, more nitrate partitions insrse particles with the Aitken mode nitrate fractieduced from typically
40-50% in continental regions to 30-40%, with samiffigures occurring in the accumulation mode.elilse, the
equilibrium assumption also leads to discrepannid¢ise gas phase concentrations of nitric acidamnchonia. Nitric acid is
most affected in areas that show either low toticentration in combination with sea salt, or higjuid phase
concentrations in combination with a shift in itadtionation. Ambient nitric acid concentrations aonsistently lower in
the equilibrium regime, by typically 25-90%, excépt limited areas in Siberia where ambient nitid is predicted to
increase. The effect of the equilibrium assumption ambient ammonia appears to be similarly relateits overall
abundance, and triggered by chemical interactidh dissolved nitric acid in relationship to low teematures and/or sea
salt. Over the Arctic, the increased dissolutionitfic acid in the equilibrium regime reduces &eady scarce ammonia by
more than another 99%.

5.4 Computational expense

In this sub-section we assess the computationareseof the dissolution solver in the global modemparing the hybrid,
pseudo-transition and equilibrium configuration aocontrol run with dissolution disabled (see TaBJe The hybrid

configuration is most expensive in southern hemasighwinter and spring, which likely reflects inased occurrence of
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shorter time steps, matching with increases in @B&t seen for the pseudo-transition configurationcontrast, the
equilibrium configuration is fastest at this timeyear, being much slower in northern hemispheiictev, due to larger
numbers of stiff grid boxes during the formatiomdfate aerosol. On yearly average, the hybridigamation of the solver
is only marginally more expensive than the equitlibr configuration but as seen in section 5.3 givese accurate results.
The pseudo-transition configuration comes with mb@n double the amount of extra computation tiAtehe same time
its seasonal dependence is much less pronouncedextta amount of computational expense of the dmséansition
configuration is most certainly related to the Ergamount of multi-modal equilibration iterationsquired by this
configuration, as the estimation of the compositagrnthe pseudo-transition modes is fully embedd#o the iterative
equilibration process among aerosol size increm@ets above).

The absolute computation time required by the tieoedigurations is indicated in the final columniatble 3. In analogy to
the approach taken by Zaveri et al. (2008), weaquriethis time interval as normalised per grid ca#rosol size increment
and time step. The present calculations were choug on the phase 2a configuration of the UK meticcupercomputing
resource “High End Computing Terrascale ResourE#2GToR) , with 8 AMD Opteron Quad Core 2.3 GHz rod82
CPUs). Although we have multiplied by the CPU numige realise that computation time is not proporaico the number
of CPUs, nor is it inversely proportional to thenmer of size increments. Nevertheless, the calounlahay allow a useful
way to roughly compare to the cost of other pulgislsolvers. The present solver was written in a thay the number of
internal time steps required by the dynamic subesatioes not normally exceed two or three, considethat increments
requiring a higher number of internal time stepstgpically in equilibrium with respect to the ogélitime step. In doing so,
it is ensured that the internal time step of thigesatends to increase in parallel with the ovetiafle step. Other solvers
might not follow this approach, thus adding to teenplexity of comparing computational expense.

Zaveri et al. (2008) obtained an average computatiexpense of about 125 on a single INTEL Xeon single-core 3 GHz
CPU (without providing any further information albdhe system that was used), while the expendeeafiéw solver in the
hybrid regime is less than 26. However, the reader should note that MOSAIC edsolves liquid-solid phase equilibria,
used 8 size bins rather than 4, that their timg w8s 5 minutes rather than 15, that the numb€Ptfs was one rather than
32, and that information given on their systemnisuificient to allow for a reliable comparison. Bdiugh, the above
mentioned normalisation may filter some of the affeof these elements, which may also be countambalg to some
extent, it appears that the schemes are very diasiand the reader should only take these figagean indication that the

solvers’ computational expense seems to roughbf bee same order of magnitude.

6 Conclusion

Within this paper we have presented the new diisalisolver HyDiS-1.0. The formalism of the sohadlows a maximum
of three chemically interdependent species to Hiesmonjointly, and combines an aerosol size seleaquilibrium and

dynamic approach. Depending on tailored decisidgeréa modes that are diagnosed to be in non-dgjiitn are treated
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fully dynamically, species selectively dynamicatly corrected with an ad hoc approximate method tehés on the
estimation of the equilibration time with respextpre-defined driving species.

The numerical stability and accuracy of the newesolwas investigated through box model experimeimsorder to

maximise the numerical stiffness property, the lmdel experiments were partially performed beydredrealistic range of
atmospheric concentrations of dissolving speciafl. dguilibrium runs have been found to exhibitlighst numerical drift

under the latter conditions of extreme numericdingtss. Results obtained with two dissolving speaghow a very high
level of accuracy in the hybrid configuration teetbxtent that they are barely distinguishable ffally dynamic results.

Similarly, with three dissolving species, the lewélaccuracy is high under the most prevalent apfmesc conditions,

except for the most polluted ones, for which a negligible amount of bias is discernible. The biagelated to a
competition effect between more than one drivingcsgs to dissolution, for which situation we hawt yet found a more
accurate formalism that associates numerical #talith computational efficiency under stiff cotidns. In its hybrid

configuration the solver allows reproducing a dertaumber of remarkable dynamical phenomena, sadiaav transition

to equilibrium due to inter-modal competition atvlgas phase concentrations or chemical interaetidrigh concentration
of dissolving species, or dynamical equilibrium andxternal forcing conditions imposed via an ambiemperature cycle.
First results from an implementation of the solvea global modelling environment of an aerosol ahemistry transport
model have confirmed its computational efficientiie additional expense of computation time is efahder of 10% only
in both the hybrid and equilibrium configurationhish compares favourably to a pre-existing hybddesne. The results
obtained are to the least in reasonable agreemiéimtaw inventory of measurement data under pollatuditions, and

underline the relevance of the dynamic propertyhef dissolution of inorganic species for the acturapresentation of
aerosol composition. The validation of the solvgaiiast global measurement data sets and the e uditnon-equilibrium

effects to aerosol composition will be addressegraater detail within follow-on publications.

7 Code availability

The code for the dissolution solver, as used iInTTBMCAT-GLOMAP simulations, can be made availaldedviewers
upon request via the GLOMAP code repository as taaied at the University of Leeds by Dr. Kirsty rRyie
(K.Pringle@leeds.ac.uk) and Dr. Steven Pickeringsfp@leeds.ac.uk).

34



10

15

20

25

30

Geosci. Model Dev. Discuss., doi:10.5194/gmd-2015-264, 2016
Manuscript under review for journal Geosci. Model Dev.
Published: 17 February 2016

(© Author(s) 2016. CC-BY 3.0 License.

References

Adams, P. J., Seinfeld, J. H., and Koch, D. M.:l@alacconcentrations of tropospheric sulfate, nitratel ammonium aerosol
simulated in a general circulation model, J. GespRes.-Atmos., 104, 13791-13824, doi:10.1029/189900083, 1999.
Breider, T. J., Chipperfield, M. P., Richards, N. B., et al.: Impact of BrO on dimethylsulfide ihet remote marine
boundary layer, Geophys. Res. Lett., 37, L0280%18d.029/2009GL040868, 2010.

Bouwman, A. F., Lee, D. S., Asman, W. A. H., et Al.global high-resolution emission inventory faneonia, Global
Biogeochem. Cy., 11(4), 561-587, 1997.

Capaldo, K. P., Pilinis, C., and Pandis, S. N.:ofnputationally efficient hybrid approach for dynangas/aerosol transfer
in air quality models, Atmos. Environ., 34, 36172362000.

Chipperfield, M. P.: New version of the TOMCAT/SLBAT offline chemistry transport model, Q. J. Royeteor. Soc.
132, 1179-1203, 2006.

Dentener, F., Kinne, S., Bond, T., et al.: Emissioh primary aerosol and precursor gases in thesy2@00 and 1750
prescribed data-sets for AeroCom, Atmos. Chem. .PBy#321-4344, doi:10.5194/acp-6-4321-2006, 2006.

Eldering, A., Solomon, P. A., Salmon, L. G., Fdll, and Cass, G. R.: Hydrochloric acid: A regiopaltspective on
concentration and formation in the atmosphere atf8on California, Atmos. Environ., 25A(10), 209162, 1991.
Erickson lll, D. J., Seuzaret, C., Keene, W. Cd &ong, S. L.: A general circulation model basddudation of HCI and
CINO; production from sea salt dechlorination: Reac@dorine Emissions Inventory, J. Geophys. Res. Atmb04(7),
8347-8372, 1999.

Feng, Y. and Penner, Y.: Global modeling of nitratel ammonium: Interaction of aerosols and tropesptthemistry, J.
Geophys. Res. Atmos., 112, doi:10.1029/2005JD00620a7 .

Fountoukis, C. and Nenes, A.: ISORROPIA II: a comafionally efficient thermodynamic equilibrium mdder K* - C&" -
Mg?* - NH," - Na" - SQ? - NOs - CI' - H,O aerosols, Atmos. Chem. Phys., 7, 4639-4659, @& 1D4/acp-7-4639-2007,
2007.

Hu, X.-M., Y. Zhang, Y., Jacobson, M. Z., and Ch@&nK.: Coupling and evaluating gas/particle maaagfer treatments
for aerosol simulation and forecast, J. Geophys.,Rd.3, D11208, doi:10.1029/2007JD009588, 2008.

Jacobson, M. Z.: Fundamentals of Atmospheric ModglCambridge University Press, Cambridge, 1999a.

Jacobson, M. Z., Studying the effects of calciunmd anagnesium on size-distributed nitrate and amnmnuith
EQUISOLV I, Atmos. Environ., 33, 3635-3649, 1999b.

Jacobson, M. Z., Tabazadeh, A., and Turco, R.iRwl&ting equilibrium within aerosols and noneduiium between gases
and aerosols, J. Geophys. Res. Atmos., 101(4),-9092, 1996.

35



10

15

20

25

30

Geosci. Model Dev. Discuss., doi:10.5194/gmd-2015-264, 2016
Manuscript under review for journal Geosci. Model Dev.
Published: 17 February 2016

(© Author(s) 2016. CC-BY 3.0 License.

Lowe, D., Topping, D., and McFiggans, G.: Modellimglti-phase halogen chemistry in the remote mavmendary layer:
investigation of the influence of aerosol size hason on predicted gas- and condensed-phase chrignigmos. Chem.
Phys., 9, 4559-4573, d0i:10.5194/acp-9-4559-200092

Mann, G. W., Carslaw, K. S., Spracklen, D. V., BidID. A., Manktelow, P. T., Chipperfield, M. Pickering, S. J., and
Johnson, C. E.: Description and evaluation of GLOM#Aode: a modal global aerosol microphysics maatetife UKCA
composition-climate model, Geosci. Model Dev., 39551, doi:10.5194/gmd-3-519-2010, 2010.

Meng, Z. and Seinfeld, J.: Time scales to achi¢wmsapheric gas-aerosol equilibrium for volatiledps, Atmos. Environ.,
30, 2889-2900, 1996.

Metzger, S. and Lelieveld, J.: Reformulating atnh@s aerosol thermodynamics and hygroscopic gromtih fog, haze
and clouds, Atmos. Chem. Phys., 7, 3163-3193, @&ii1B4/acp-7-3163-2007, 2007.

Metzger, S., Dentener, F., Pandis, S., and Lelievkl Gas/aerosol partitioning: 1. A computatitnefficient model, J.
Geophys. Res. Atmos., 107(16), 4312, 10.1029/20001002, 2002a.

Metzger, S., Dentener, F., Krol, M., Jeuken, Ad arlieveld, J.: Gas/aerosol partitioning 2. Globaldeling results, J.
Geophys. Res. Atmos., 107(D16), 4313, doi:10.10x®2D001103, 2002b.

Millero, F. J., Feistel, R., Wright, D. J., and Malyall, T. J.: The composition of Standard Seawantel the definition of
the Reference-Composition Salinity Scale, DeepF&esearch |, 55, 50-72, 2008.

Morgan, W. T., Allan, J. D., Bower, K. N., Highwgod. J., Liu, D., McMeeking, G. R., Northway, M, Williams, P. I.,
Krejci, R., and Coe, H.: Airborne measurementshef $patial distribution of aerosol chemical comgpasiacross Europe
and evolution of the organic fraction, Atmos. Chéthys., 10, 4065—-4083, doi:10.5194/acp-10-4065-22000.

Nemitz, E., Sutton, M. A., Wyers, G. P., and JoaggjP. A. C.: Gas-particle interactions above acbuteathland: I.
Surface exchange fluxes of BIFEQ, HNO; and HCI, Atmos. Chem. Phys., 4, 989-1005, doi:016824/acp/2004-4-989,
2004.

Nenes, A., Pandis, S. N., and Pilinis, C.. ISORROPA new thermodynamic equilibrium model for muhigse
multicomponent inorganic aerosols, Aquat. Geochdml23-152, 1998a.

Pringle, K. J., Tost, H., Metzger, S., Steil, Bia@adaki, D., Nenes, A., Fountoukis, C., StierMRynati, E., and Lelieveld,
E.: Description and evaluation of GMXe: a new aergsibmodel for global simulations (v1), Geosci.ddbDev., 3, 391—
412, doi:10.5194/gmd-3-391-2010, 2010.

Pruppacher, H. R., and Klett, J. D.: Microphysi€<touds and Precipitation, Atmospheric and Oceamplgic Sciences
Library, Vol. 18, Kluwer Academic Publishers, Doedht, The Netherlands, 1997.

Schmidt, A., Carslaw, K. S., Mann, G. W., Wilson,, Ereider, T. J., Pickering, S. J., and Thordar3onThe impact of the
1783-1784 AD Laki eruption on global aerosol forimatprocesses and cloud condensation nuclei, At@losm. Phys., 10,
6025-6041, doi:10.5194/acp-10-6025-2010, 2010.

Shi, Q., Davidovits, P., Jayne, J. T., WorsnopRD.and Kolb, C. E.: Uptake of gas-phase ammoniblplake by aqueous
surfaces as a function of pH, J. Phys. Chem. A, 8832-8823, 1999.

36



10

15

20

25

Geosci. Model Dev. Discuss., doi:10.5194/gmd-2015-264, 2016
Manuscript under review for journal Geosci. Model Dev.
Published: 17 February 2016

(© Author(s) 2016. CC-BY 3.0 License.

Spracklen, D. V., Pringle, K. J., Carslaw, K. S.ak: A global off-line model of size-resolved asol microphysics: I.
Model development and prediction of aerosol pragsrtAtmos. Chem. Phys., 5, 2227-2252, doi:10.5%k45-2227-2005,
2005.

Swartz, E., Shi, Q., Davidovits, P., Jayne, JWorsnop, D. R., and Kolb, C. E.: Uptake of gas-gh@®mmonia. 2. Uptake
by sulfuric acid surfaces, J. Phys. Chem. A, 182488833, 1999.

Topping, D. O., G. B. McFiggans, and Coe, H.: Aveat multi-component aerosol hygroscopicity modairfework. Part 1:
Inorganic compounds, Atmos. Chem. Phys., 5, 12082,12005a.

Topping, D. O., G. B. McFiggans, and Coe, H.:, Aved multi-component aerosol hygroscopicity modahfework. Part
2: Including organic compounds, Atmos. Chem. PHs1,223-1242, 2005b.

Topping. D. O., D. Lowe and McFiggans, G.: Pariirivative Fitted Taylor Expansion: An efficient thed for
calculating gas-liquid equilibria in atmospheric@®l| particles: 1. Inorganic compounds, J. GeopRegs., 114, D04304,
doi:10.1029/2008JD010099, 2009.

Topping, D. O., D. Lowe and McFiggans, G.: Parflafivative Fitted Taylor Expansion: an efficienttimed for calculating
gas/liquid equilibria in atmospheric aerosol pdgsc— Part 2: Organic compounds, Geosci. Model .D&y.1-13,
doi:10.5194/gmd-5-1-2012, 2012;

Van der Werf, G. R., Randerson, J. T., Collatz,G5. et al.: Carbon emissions from fires in tropieald subtropical
ecosystems, Global Change Biol., 9(4), 547-5623200

Van Doren, J. M., Watson, L. R., Davidovits, P.,Mfmp, D. R., Zahniser, M. S., and Kolb, C. E.: Penature dependence
of the uptake coefficients of HNOHCI, and NOs by water droplets, J. Phys. Chem., 94, 3265-32890.

Wexler, A. and Seinfeld, J. H.: Analysis of aercmeimonium nitrate: Departures from equilibrium dgriSCAQS, Atmos.
Environ., 26A, 579-591, 1992.

Xu, L., and Penner, J. E.: Global simulations ¢fate and ammonium aerosols and their radiativeeesf Atmos. Chem.
Phys., 12, 9479-9504, doi:10.5194/acp-12-9479-22Q22.

Zaveri, R. A., R. C. Easter, and Wexler, A. S.: é&wnmethod for multi-component activity coefficiertselectrolytes in
agueous atmospheric aerosols, J. Geophys. Res.D02Q01, doi:10.1029/2004JD004681, 2005.

Zaveri, R. A., Easter, R. C., Fast, J. D., and Bete. K.: Model for Simulating Aerosol Interactiorand Chemistry
(MOSAIC), J. Geophys. Res., 113, D13204, doi:10912@07JD008782, 2008.

37



10

Geosci. Model Dev. Discuss., doi:10.5194/gmd-2015-264, 2016
Manuscript under review for journal Geosci. Model Dev.
Published: 17 February 2016

(© Author(s) 2016. CC-BY 3.0 License.

/\

—

Jx10° | (a) NH3 5x10° | (b) HNO3
=l EE‘E‘;"E e
| L=
52 AIATATRIATARIRTAYRI AR, MATATRRTATRNATATY
VVVVVV 22 AR
g : T

A il

0 200 460 600 800 1000 0 200 460 600 800 1000
time (s) time (s)

—h

Figure 1: Ambient and aerosol surface molecular carentration of (a) NH; and (b) HNO; as a function of time, in a typical
example of how chemical interaction may lead to oslations and thus limit the numerical integration time step. For both species,
initial ambient concentrations are equivalent to Ippb. Species are dissolving into a monodisperse aspl at standard temperature
and pressure conditions, particle size is r=5@m, their concentration is 100 crii. Initially, the aerosol liquid phase contains no
dissolved species. The 3 characteristic stages betequilibration of the particle liquid phase with the gas phase are apparent.
Phase 1 is equivalent to the initial 200 s of faglissolution of NH; at almost constant surface pressure. Phase 2 cosponds to the
next 200 s during which surface pressure of NHincreases along with pH, thus leading to the diskdion of HNO;. Phase 3
corresponds to the oscillating period during whichthe system is close to equilibrium as chemical intaction has become
ineffective. Note that for both NH; and HNO; the atmospheric concentrations are sensibly equak both timesteps. For the gas

phase, the data obtained at a time step of 10 s ggm) may thus not be distinguished from the one chihed at the larger time step
(cyan).
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Figure 2: Formalism of HyDiS-1.0 in its hybrid confguration.
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Figure 3: Formalism of the dynamic solver.
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Figure 5: 1 ppb runs with H,SO, aerosol (series 1, see text). Atmospheric volumeximg ratios of ammonium and nitrate in the
5 aerosol phase as a function of time for the Aitkeraccumulation and coarse mode, respectively. For ¢hcoarse mode, the degree of
saturation with respect to ammonia and nitric acidis also shown. A diurnal temperature cycle of T=2985+5 K is imposed.
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Figure 6: Same as Fig. 4 for the 10 ppb runs.
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Figure 8: 1 ppb runs with H,SO, and sea salt aerosol (series 2, see text). Atmosph volume mixing ratios of ammonium, nitrate
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5 Figure 10: Same as Fig. 8 for the 100 ppb runs. N®that due to the presence of sea salt total chlde is slightly larger than 100

ppb.
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Figure 12: Comparison of 3-D CTM modelling resultsobtained with HyDiS-1.0 in the hybrid configuration against observations
5 for total aerosol nitrate (top), and ammonium (botbm) at ground level, both inug/m® and annually averaged for the year 2002.
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Figure 13: Top to bottom, July 2003 ground level ifate fraction (-) in the Aitken, accumulation and coarse mode, and nitric acid
gas phase mixing ratio (ppt), obtained with the hyhd (left column) and the equilibrium (right) confi guration of HyDiS-1.0. The
equilibrium gas phase mixing ratio is shown relatie to the hybrid results.
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Figure 14: Same as Figure 13 for ammonium and ammaa
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Figure 15: Same as Figure 13 for January 2004.
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Figure 16: Same as Figure 14 for January 2004.
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Table 1: Box-model computation time required by HyDS-1.0, given as fraction of the computation time sed by the GLOMAP
aerosol microphysical scheme.

Sulphate Aerosol Sea Salt Aerosol
Hybrid Pseudo Equil Hybrid Pseudo Equil
1 ppb 0.31 0.29 0.16 0.74 0.40 0.30
10 ppb 0.72 0.47 0.33 0.47 0.45 0.36
100 ppb 0.81 0.47 0.20 0.59 0.50 0.35

Table 2: Phase transition properties of aerosol coponents in HyDiS-1.0 extended GLOMAP:

Component Interactive®  Condensable Volatile®
Sulphate Yes Yes No
Sodium*® Yes No No
Chloride® Yes No No
Ammonium Yes Yes Yes
Nitrate Yes Yes Yes
Black carbon No No No
Organic carbon No No No
Dust No No No

#Chemical interaction of liquid phase species accoiag to Topping et al. (2009)
PBoth volatile and condensable species are assesaétth the new dissolution scheme.
‘Sea salt is assumed to be a mixture of NaCl and N&Q@4 (see text).

INon-volatile as gas phase chemistry of HCI is notwailable.

Table 3: 3-D CTM computation time requirements of H/DiS-1.0.

% CPU TIME® CPU TIME® (us)
APR  JUL OCT JAN  AVG AVG
Hybrid 8.1 128  11.9 9.7 10.6 19
Pseudo 238 274 297 260 267 47
Equil 8.7 6.7 13.1 102 9.7 17

8Given as percentage of the total CPU time of the B-CTM without HyDiS-1.0.

®Absolute CPU time per grid cell, aerosol size incraent and time step (see text).
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